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Abstract

A new trend, called Sensor Web, makes various tygfesveb-resident sensors,
instruments, and image devices as well as rep@staf sensor data discoverable,
accessible and where applicable, controllablehgaworld Wide. A lot of efforts have
been made to overcome the obstacles connectingshadng the heterogeneous
sensor resources. Open GIC Consortium (OGC) handinted Sensor Web
Enablement (SWE) concept that is actually a setspécifications including
SensorML, Observation & Measurement, Sensor Catlec®ervice, Sensor Planning
Service and Web Notification Service to impleméra Eensor Web. The Open Sensor
Web Architecture (OSWA) proposed by NICTA, at Unsigy of Melbourne extends
the SWE and further integrates the Sensor Web amd Gomputing as well as
providing middleware support of Sensor Web. Thissth describes the design and
implementation of the subset of OSWA core middlewvancluding planning,
notification, collection and repository servicetiege services have been deployed as
Web Services to support both auto-sending and qbesed sensor applications
running on top of TinyOS [28]. A simple temperatumnenitoring sensor application
has also developed and deployed onto the Crosshuatss. Moreover, integration
test has been conducted under both real sensowdudprovided by Crossbow’s
Development Kit [37] as well as a simulation enumeent called TOSSIM [36].
Performance evaluation has also been executedriexperiment to demonstrate the

capability and scalability of the collection seeic
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Chapter 1 Introduction

As the rapid development of sensor technology, aenedes that integrate several
kinds of sensors, CPU, memory and a wireless teaveicare currently much more
powerful and smarter. The Sensor networks are tanging computing systems that
consist of a collection of sensing nodes workinggtber to collect information about
light or temperature as well as images and othiwvaat data according to their
specific applications. Wireless sensor networksehasen attacking a huge number of
attentions from both academy as well as industraralund the world. As [1] states,
the great ability of the sensor networks to colledbrmation of accuracy and
reliability enables building early warnings andidapoordinated responses to threats

such as large forest fire, terrible Tsunamis, eprdlkes and so forth.

Because of the heterogeneity feature of sensorank$ywhow to process and make use
of the information gathered by the sensor nodesrhes a rather challenging task of
the research area. The Service Oriented Architec(80OA) makes it possible to
describe, discovery, and invoke services from lgemeous platform using SOAP
and XML standard. It is a very important step formvdo present the sensors as
important resources which can be discoverable, ssdde and where applicable,
controllable via the World Wide Web. Furthermottealso possible to integrate these
resources with grid computing technology to createillusion of sensor-grid that
enables the essential strengths and characterisficsensor networks and grid
computing. In the sensor-grid integration stratel@gcribed by [9], various sensor
networks are treated as resources, users can datthrough grid resource broker

and the broker will generate the response accotditige resources it requires.



433690 IT Project Open Sensor Web Architecture: Core Services

Combuter Grid
1%
oy (ﬁ\ Wy Tusunami Detection  Pollution Detection

Weather forecast

e

SensQr Nets *

ﬂ[’l’ff.

Collaborators

Researcher
Historical Data

Software. Model. Workflow
Figure 1 Vision of Sensor Web.

The combination of SOA, grid computing and sensetvorks make it possible to
form a web view of different sensor and sensor soaled treat them as available
services to all of the users who access the welliings the heterogeneous sensors
into an integrated and uniform platform with thelighof discovering and accessing.
At NICTA (National ICT Australia Ltd) University oMelbourne, there is an effort
called the OSWA (Open Sensor Web Architecture)tiize the combination of these
three important technologies. It aims at providitigg middleware support and
programming environment for creating, accessing atiizing sensor services

through the web.

The remainder of this thesis is organized as fdloRelated works about the sensor
applications, sensor middleware supports, sensoragrd sensor webs are described
in chapter 2. The details of OSWA and the Sensdn Bieablement are introduced in
chapter 3. Chapter 4 concentrates on the designinaplémentation our prototype

middleware. Evaluation has been made in chaptgpb/img the middleware with a
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simple temperature monitoring sensor applicatianalfy, the thesis concludes with

an outline of future works on the sensor web ardQBWA.



433690 IT Project Open Sensor Web Architecture: Core Services

Chapter 2 Related Works

In this chapter, we briefly discuss the relatedksan the areas of sensor applications,

sensor middleware, sensor grid and sensor web.

2.1 Sensor Applications

Project Research Group Devices Used
Great Duck Researchers from UCB/Intel UC Berkeley Mica Mote: Atmel
Island Research Laboratory Atmega 103 microcontroller and
Application Mica Weather Board includes
temperature, photoresistor,
barometer, humidity and
thermopile sensors [2]
Cane-toad Researchers from the School Crossbow’s Mica mote family:
Monitoring of Computer Science and| Mica2 and X-Scale Single Boar¢
Engineering, University of Computer [5]
New South Wales
Soil Moisture Researchers from School of Crossbow’s Mica2 433 MHz
Monitoring Computer Science and | motes and MDA300 sensor boards
Engineering, University of [6]
Western
Integrated Researchers from CSIRO| Texas Instruments TMS320F2810
Vehicle Health Australia, part of NASA | processor for data acquisition and
Monitoring Robust Aerospace Vehiclel an array of acoustic emission
(IVHM) Program (RAV) sensors for the proto-type Concept
Demonstrator [7]

Researchers of the Great Duck Island applicatigihiogled a mote-based tiered sensor

network on Great Duck Island, Maine, to monitor behavior of storm petrel [2]. 32

motes were placed at the area of interests, arydaifeegrouped into sensor patches to

transmit sensor reading to a gateway, which isaesiple for forwarding the data

from the sensor patch to a remote basestation2]astyte. The basestation then

provides data logging and replicates the data el®minutes to a Postgress database
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in Berkeley over satellite link.

Similarly, the Cane-Toad Monitoring applicationdissigned to monitozane toadsn
Kakadu National Park and the Roper valley of Narth&erritory, Australia [3,5].
Two prototypes of wireless sensor networks haventsst up, which can recognize
vocalizations of at maximum 9 frog species in nemthAustralia. Besides monitoring
the frogs, the researchers are also planning toitarobreeding populations of

endangered birds in the future.

The purpose of the Soil Moisture Monitoring applior is to better manager surface
water in soil, researchers are trying to desigrplément and field-test a prototype
wireless sensor network for soil moisture monitgridccording to [4], a prototype

sensor network for soil moisture monitoring hasrbeeployed at Pinjar, a place
located north of Perth WS on 25 June 2004. Alldh&a is gathered by their reactive
sensor network at Pinjar, and sent back to a da¢aimareal time using a SOAP web
service. Besides, [4] also presents that 15 soilstm@ probes have deployed to

measure surface soil moisture when flood or drooghtrs in early 2005.

A practical IVHM system, according to [7], will lenetwork containing thousands or
millions of heterogeneous sensors and is usedraproper response in real-time as
soon as the damage has been detected. They hawdomky the Concept
Demonstrator (CD) as a prototype and test-bed éealing and measuring impacts
on the aluminum skin of a space vehicle, wherestsing is performed using an
array of acoustic emission sensors mounted omttidd of the skin. However, as [8]
states, the IVHM system is only designed to be agpful and flexible test-bed and

an experimental platform, not intending to be disga practical prototype.
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2.2 Sensor Middleware

Project

Description

Remarks

Impala [10]

It designed for use in
ZebraNet project as a

middleware architecture that

enables modularity,

adaptivity and reparability in sensor node applications to be

wireless sensor network

It adopts mobile code technique
to upgrade functions of the rema
sensors The key to energy
efficient for Impala is for the

modular as possible, enabling
small updates that require little
transmission energy

MiLAN

MiLAN allows applications
to specify a policy for
managing the network and

the sensors [11]

An architecture extends into
network protocol stack and allow
network specific plug-ins to
concvert MiLAN commands to
protocol-specific commands

Cougar [12]

Being described as a devic
database system, that car
execute queries

e Itimplements a query-based

I database interface and uses

SQL-like language for gaining

information of wireless sensor
networks

es

S

Mires [13]

A message-oriented
middleware and placed on
top of Operating System

It provides high-level services t(
the Node application and
implements a publish/subscribe
service intermediating the
communication between

middleware services.
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2.3 Sensor Grid and Sensor Web

Project

Description

Remarks

Hourglass [14]

A data-collection-network
approach to address many
the technical problems of
integrating
resource-constrained
wireless sensors into
traditional grid applications
has been suggested

It provides a grid API to a
Those, in turn, provide

with OSGA standards

of heterogeneous group of sensors.

%)

fine-grained access to sensor data

Sensor Grids
for Air Pollution

[15] introduced a sensor gri
integration methodology by

d Making each sensor becoming

grid service. The service can be

Monitoring using of grid services to published in a registry using
encompass high throughput  standard methods and make
sensors available to other users.
Sensor Web SWE consists of a set of | SWE is still in the draft process
Enablement standard services to build a and will be evolving in the near
(SWE) [16] unique and revolutionary | future, a lot of new specification

framework for discovering
and interacting with
web-connected sensors an
for assembling and utilizing
sensor networks on the we

will be developed and introduce
to the actual development of

d Sensor Web

[%2)

GeoSWIFT [17]

An open geospatial
information infrastructure fo
Sensor Web built at GeolC]

Lab of York University

GeoSWIFT builds on the
r OpenGIS standards, XML

that integrates and fuses
observations from heterogeneo
spatial enabled sensors

I messaging technology has been
developed, serving as a gateway

US

IrisNet [18]

An software infrastructure
that supports the central tas
command to collect, filter

There are two-tier of IrisNet
ks architecture including sensing

and combines sensor feeds acquisition interface to access

and perform distributed
gueries at Intel Research

sensors, and organizing agent
that are the nodes implementin

Center

the distributed database.

agents that provide a generic data

U7
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Chapter 3 Open Sensor Web Architecture

3.1 Overview

Open Sensor Web Architecture is an OGC’s Sensor Weablement standard
compliant software infrastructure for providing S®@Ased access to and management
of sensors proposed at NICTA/Melbourne UniversagWA is a complete standards
compliant platform for integration of sensor netksrand emerging distributed
computing platform such as SOA and grid computifigere are several benefits that
the integration has brought to the community. Fiotall, the heavy load of
information processing can be moved from sensorwords to the
backend-distributed systems such as Grids. Theratspa is either saving a lot of
energy and power of sensor networks just concémfratn sensing and sending
information or accelerating the process for proogsand fusing the huge amount of
information by utilizing distributed systems. Moweo, individual sensor networks
can be linked together as services, which can bestex, discover and access by
different clients using a uniform protocol. What®re, according to [9], Grid-based
sensor applications can provide advanced servimesrmart-sensing by developing

scenario-specific operators at runtime.

The various components defined in OSWA are showegigure 2. Four layers have
been defined which are SensorWeb Fabric, SensoWed Middleware, SensorWeb
User-Level Middleware and SensorWeb Applicationspeetively. Fundamental
services are provided by low-level components wier@omponents at higher-level
provides tools for creating applications and manag@ of lifecycle of data captured
through sensor networks. The OSWA based platforaviges a number of sensor

services such as:
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Sensor notification, collection and observation

Data collection, aggregation and archive

Sensor coordination and data processing

Faulty sensor data correction and management, and

Sensor configuration and directory service
The project mainly focuses on providing an intex@&ctlevelopment environment, an
open and standards-compliant SensorWeb servicedlanidre and a coordination

language to support the development of variousssaypplications.

Figure 2 Open Sensor Web Architecture Overview [9].

3.2 Sensor Web Enablement

The proposed OSWA core middleware is the SWE stanclampliant system, as the
SWE becomes the de-facto standard descriptionmg@@é/eb development area. It is
very important to understand the details of SWEnsBe Web Enablement is the
standard specification developed by OGC, which iste®of five sub specifications
including SensorML, Observation and Measurementns&e Collection Service,
Sensor Planning Service and Web Notification Servis [16] states, the purpose of

SWE is to make all types of web-resident sensastruments and imaging devices,
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as well as repositories of sensor data, discoverauicessible and, where applicable
and controllable via the World Wide Web. In otheords, the goal is to enable the
creation of web-based sensor networks. Figure 3odstrates the architecture and

collaboration between components of SWE.

Figure 3 Sensor Web Enablement Architecture [16].

3.2.1 SensorML

Web-enabled sensors provide the technology to eehipid access to various kinds
of information from the environment. Presenting sseninformation in standard
formats enables integration, analysis and creabfomarious data “views” that are
more meaningful to the end user and to the comguiystem which process these
information. Moreover, a uniform encoding beneftie integration of heterogeneous
sensors and sensor platforms to form a unifornegiatted and standard view to the
client. The details of encoding of SensorML arecdégd in [19], which is basically
defined over several XML schemas and extends ansesea lot of elements from
another OpenGIS standard GML [20]. SensorML is g &emponent for enabling

autonomous and intelligent sensor webs. It provithes information needed for

10
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discovery of sensors, including sensor’s capaddjtigeo-location and taskability.
Both single sensors and platforms holding numbérseasors can be described by

SensorML.

3.2.2 Observation and Measurement

Besides providing SensorML that contains informat@bout sensors and sensor
platforms, SWE defines another standard informatrardel and XML encoding for
observations and measurements that are importar&donsor Web to find universal
applicability with web-based sensor networks, adicwy to [16]. The detailed
conceptual model and encoding for observation apdsmrements can be found at
[21], where the observation has been defined tarbevent with a result which is a
value describing some phenomenon. An observatitends the GML feature type
model, which means it contains the essential ptgserequired by GML feature type
such as id, metadataProperty, description, nameatitm and boundedBy.
Observation and measurement model is required feglyi for Sensor Collection

Service and related components of an OGC SensoBablement capability.

3.2.3 SWE Services

SWE not only provides the information model and celieg like SensorML and

Observation & Measurements, but also defines segt&aadard services that can be
used to collaborate with to obtain data from sensetworks. One of the most
important one is the Sensor Collection Service thatseful to fetch observations
from a sensor or constellation of sensors. As §i#les, it plays a role of intermediary
agent between a client and an observation repgsitonear real-time sensor channel.
[22] defines the essential operations needed fersdrvice as well as the required
parameters for each operations. Each client whendd to invoke the Sensor

Collection Service must strictly follow the standiapecified by [22].

11
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There are another two useful services provided WEESncluding Sensor Planning
Service and Web Notification Service. The Sens@nfihg Service focuses on
dealing with planning for the collection actionshieh determines the feasibility of
the collecting request and calls the Sensor CddlectService to collect the

observation data if possible. Web Notification $egvmaintains an asynchronous
dialogues between client and one or more othelicgsfor long duration processes,
which may be quite useful when many collaboratiaryises are required to satisfy a

client request.

As the SWE is still evolving, new services will m®me out to satisfy other
requirements of Sensor Web development. Until ridzean new service called Sensor
Alert Service has been introduced, which specifies/ alert or “alarm” conditions
are defined, detected and made available to ineztesisers. Besides, a new
TransducerML[23] has also been defined, which isXdL based specification that

describes how to capture and “time tag” sensor. data

12
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Chapter 4 Design and Implementation

4.1 Overview

OSWA defines the big picture of how to build thenS&r Web and how each
components should collaborate with each others itill a lot of design issues to
consider not only including the common problemethwith other distributed system
such as security, multithreading, transactions, nta@mability, performance,

scalability and reusability, but also need somdicali decisions to be made about

which alternative technologies are best suitahieéhe project. Figure 4 depicts the

Figure 4 Overview Layered Architecture of OSWA.

13
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layered architecture of the OSWA, this thesis catreges on the Service Layer and
Sensor Layer especially on the design and impleatient of Sensor Collection

Service, the XML encoding and its communicationhwihe sensors and sensor
networks. The following section will describe theyktechnologies that relevant to

different layers of the OSWA.

4.1.1 Service Layer and Service Oriented Architecte

The SOA is the essential infrastructure that sugptire Service Layer and plays a
very important role to present the core middlewamponents as services for client
to access. The reason why OSWA heavily relies oA BQ@uite obvious since SOA is
a loose coupling distributed architecture and caakeminteroperability of the
heterogeneous systems possible. Moreover, SOA siltbes services to be published,
discovered and invoked by each other on the netwigriamically. All the services
communicate with each other through predefinedoeals via messaging mechanism,
which supports both synchronous and asynchronoosmemication model. As the
sensor networks basically differ from each otheing to put different sensors on the
web through uniform operations to discover and s&€tkem requires the adoption of
SOA. There are two famous and mature implementstitat confirm to SOA
including Jini developed by Sun Microsystems andb\V\&ervices promoted by
majority of industry vendors. Both of them have ithewn advantages and

disadvantages, which discusses in the followingises:

4.1.1.1 Jini

Jini is a lightweight environment for dynamicallisdovering and using services on a
network. According to [24], resources in Jini systean be implemented as either
hardware devices, software program, or a combinaiiathe two, which can also be
added and deleted as services. Consequently,nhbles users to share services and
resources over a network and to access them angvalnethe network. As [24] states,

services in a Jini system communicate with eaclerofly using a service protocol,

14
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which is a set of predefined interfaces writtenJava including a universal lookup
service and Java RMI. Jini also support advancechargsm like leasing, distributed
transaction, security and events. Figure 5 illusgrghe basic Jini programming model,
every client who wants to use a service or resonesa to contact lookup service to
find the service by its java interface type andside type attributes, once the service
or resource from service provider has joined to @iaviously, lookup service moves
a copy of service object to the client. The threengonents in Jini programming

model exactly reflect the roles they play in SOA.

Lookup Servic

Service Objec
Service Attribute

Lookup Join
Client Service Provide
Invoke : :
: : < > Service Objec
Senvice Objec Service Attribute

Figure 5 Jini Basic Programming Model.
The biggest advantage of Jini is that it allows Haedware devices plug into the
network as software services easily, which meamntsl can access and control if
authorized hardware devices utilizing simple irdeds without being aware of their
complexity in Jini environment. Consequently, dibest suitable for the applications
like Smart Home that require communicating withedgity of appliances such as
printer, fax machine, light, alarm, TV, CD, or eveefrigerator and microwave.
Moreover, Jini introduces the concept of leasirgf thheans every service has to be
granted access over a period of time by leasirg, fand whenever the leasing is
expired, the leased resources are forced to basede Leasing enhance the capability

of self-healing to Jini environment once failureppen on the network.

15
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However, Jini relies heavily on Java Virtual Maahithat means every service
intending to join the network needs to support JdVa The restriction largely limits

the usage of Jini worldwide, especially for thoskoware not willing to use Java
platforms. Furthermore, Jini uses Java RMI asté#sdard communication model that
has potentially low interoperability and does noherently support asynchronous

communication model that is vital important for m8©A based applications.

4.1.1.2 Web Services

Web Services, technologically, depend on a grougtaridard specifications including
HTTP, XML, Simple Object Application Protocol (SOAPUniversal Description

Discovery and Integration (UDDI), Web Services Dgdmon Language (WSDL).

XML is the key of Web Services technology, whichtlie standard format of the
messages exchanges between services, and mordbweosh every specifications
used in Web Services are themselves XML data sacB@AP and WSDL. SOAP
provides a unique framework that for packaging tiadsmitting XML messages over
variety of network protocols, such as HTTP, FTP, TB®MRMI/IIOP or proprietary

messaging protocol [26]. WSDL describes the opanatsupported by web services

Service
Reaqistry

Discover (U@ZDI) Publi (WSDL)

Service
Provider

Service
Consumer

a
v

Invoke (SOAP)
Figure 6 Typical architecture of Web Service.

and the structure of input and output messagesreghhy these operations as well as
the important information about web services ingigddefinition, support protocol,

processing model and address. The architecturd/étr Services is showed in Figure

16
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6, it is quite similar with Jini except that theolaup service in Web Services is UDDI,

a more complex but powerful model for registry ssgv

There are several aspects that Web Services iedixgeJini. First of all, unlike Jini,
Web Services is a language and platform neutrahni@ogy that can be implemented
using any programming language in any platform. &ample, a service written in
C# can be accessed by a client written in Javah&umore, the use of XML and
XML-based protocols such as SOAP and WSDL largelgroves the interoperability
of the applications, as both parties share oneicgsvneed to conform to the
operations and the passing message format defiped/®DL. What is more, the
message-oriented approach of Web Services is inhsuopport both synchronous and
asynchronous communication model. In addition, #uwoption of SOAP as its
standard transport protocol makes it extremelyilflexwith diversity of network
protocols. As OSWA is primarily based on SensorMid ather related XML data
models, Web Services provide a much better solwt@npared with Jini in terms of

interoperability and flexibility.

4.1.2 Information Model and XML Data Binding

The information model of OSWA is based on Obseors#&Measurement and
SensorML, both of them are built upon XML standardi defined by XML Schema.
Transforming data representation of the programrtanguage to XML that conform
to XML Schema refers to XML data binding and iseaywimportant and error-prone
issue that may affect the performance and religthdf the system. In general, there
are two common approaches to solve this problene. firet and obvious way is to
build the encoder/decoder directly by hand usirgyltw-level SAX parser or DOM
parse-tree API, however doing so is likely to beliagas and error-prone and
generating many redundant codes that are quitetbardghintain. A better approach to
deal with the transformation is to use XML data diy mechanism that

automatically generates the required codes acaprdirDTD or XML Schema. As

17
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[27] states, Data binding approach provides a snapld direct way to use XML in
the applications without being aware of the detaiisicture of XML documents,
instead working directly with the data content lsbte documents. Moreover, [27]
also points out that Data binging approach makees®sing to data faster since it
requires less memory than a document model apprbleehDOM or JDOM for

working with documents in memory.

There are quite a few Java Data binding tools akbelsuch as JAXB, Castor, JBind,
Quick and Zeus according to [27], and another gret@ibl Apache XMLBeans [34].
Although JAXB is the reference implementation bynSiti is not suitable for OSWA
as the data model definition of SensorML [19] usést of advanced features of XML
Schema that JAXB does not support currently. Howevevill be a good choice in
the future and definitely play an important role working with XML and Java
technologies, as Sun promises that JAXB 2.0 [33] 0% support XML Schema
and become standard part of J2EE platform. Amorapethopen source tools,
XMLBeans seem to be the best choice not only becaysrovides fully support for
XML Schema, but also does it provide extra valudbstures like XPath and XQuery

supports, which directly enables performing queinethe XML documents.

4.1.3 Sensor Operating System

As OSWA has the ability of dealing with heterogamesensor networks that may
adopt quite different communication protocols imthg radio, blue tooth, and
ZigBee/IEEE 802.11.4 protocols, it is quite dediealhat the operating system level
support for sensor networks can largely elimindte work of developing device
drivers and analyzing various protocol stacks diyetn order to concentrate on

higher-level issues related to the middleware deraknt.

TinyOS [28] is the de-facto standard and very matDperating System for wireless

sensor networks, which consists of a rich set &fwswe components developed by
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NesC language, ranging from application level mgitlogic to low-level network

stack. TinyOS provides a set of Java tools in otdecommunicate with sensor
networks via a program called SerialForwarder, Whigns as a server on the host
machine and forward all the package receiving freensor networks to the local
network, depicted by Figure 7. Once the SerialFoder program is running, the

software located on the host machine can parseaivepackage and process the
desired information. TinyDB [29] is another usetoimponent built on top of TinyOS,
which constructs an illusion of distributed databasnning on each node of the
sensor networks. SQL-like queries including simaiel even grouped aggregating

gueries can be executed over the network to acdateeof sensors on each node.

Figure 7 TinyOS SerialForwarder Architecture.
Besides TinyOS, there are other Operating Systedstirg as well. MANTIS [30] is
a lightweight multithreaded sensor operating systetnich supports C API enabling
the cross-platform supports and reuse of C libritgreover, it supports advanced
sensor features including multi-model prototypingnvieonment, dynamic
reprogramming and remote shell. Contiki [31], whih designed for memory
constrained systems, is another event-driven seogerating system like TinyOS
with highly dynamic nature that can be used to ipleix the hardware of a sensor

network across multiple applications or even mietigsers.
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4.1.4 Sensor Data Persistence

Persistence is one of the most important aspectthéopurpose of manipulating the
huge amount of data that relevant to both sensserghtion as well as sensor
information. As the standard data format exchangjetyveen services are XML data
that conform to O&M and SensorML schema, transfdiona need to be done
between different views of data including XML, Jasaject and relational database.
In order to ease the operation of the transformatibe O/R mapping solution has

been adopted to support the data persistence.

Java Data Objects (JDO) is one of the most popdI& mapping solutions, which
defines a high-level API that allows applications $tore Java objects in a
transactional data store by following defined stadd. It supports transactions,
queries, and the management of an object cache. gi@des for transparent
persistence for Java objects with an API that dgependent of the underlying data
store. JDO allows you to very easily store regJlava classes. JDOQL is used to
query the database, which uses a Java-like syht@xcn quickly be adopted by
those familiar with Java. Together these featumgedve developer productivity and
no transformation codes need to be developed mgnaal JDO has done that
complicated part underneath. To make use of JD® JDO Metadata is needed to
describe persistence-capable classes. The infamaticluded is used at both
enhancement time and runtime. The metadata assedoiawith each
persistence-capable class must be contained vathiML file. In order to allow the
JDO runtime to access it, the JDO metadata filestre located at paths that can be

accessed by Java classloader.
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4.2 Services Architecture

4.2.1 Sensor Collection Service

Sensor Collection Service is one of the most imgrdricomponent resides in the
OSWA core middleware layer. As can be seen in [EidyrSensor Collection Service
is the fundamental and unique component that need®mmunicate directly with
sensor networks, which is responsible for collectieal time sensing data and then
translating the raw information into the XML encogifor other services to utilize
and process. In other words, Sensor Collectioni&eng the key entering into the
sensor networks from outside clients and its deamghimplementation will affect the
entire OSWA. The design of Sensor Collection Senpeovides interface to both
streaming data and query based sensor applicatiatsare built on top of TinyOS

and TinyDB respectively.

Figure 8 Sensor Collection Service Architecture.
Figure 8 illustrates the architecture of the Ser@alfection Service, it is conformed
to the interface definition that is described bg][2nd has been designed as a web

service that work with a proxy connecting to eitheal sensor or remote database.
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Clients needs to enquiry the Sensor Registry Seratoout available SCS WSDL
address according to their requirements and setadgiery via SOAP messages to
the SCS in order to obtain the observation datdocored to the XML schema
defined by Observation & Measurement [21]. The praxts as an agent working
with various connectors that connect to the ressuifolding the information, and
encoding the raw observation to O&M compatible d&dferent type of connectors
have been designed to fit into different kind ofaerces including sensor networks
running on top of TinyOS or TinyDB and remote ols¢ion data archives. The
proxy needs to process the incoming messages flient to determine what kind of

connectors either real-time based or archive btsade.

The design of the SCS is quite flexible and makegiite easy to extend for further
development if different sensor OS are adopted Hey gensor networks such as
MANTIS or Contiki. The only work is to implementspecific connector in order to
connect to those resources and no modificationd teebe made in the current system.
The design of the proxy also encourages the imphatien of cache mechanism to
improve the scalability and performance of the SG&d balancing mechanism can
be added to the system easily as well by simplyoyéng the web service to different

Servers.

4.2.2 Planning and Notification Service

Sensor Planning Service and Web Notification Seraie another two very important
services that are usually working together. Plagr&ervice is the one that actually
communicate with the end user and invoke the wmatibn service as well as the
collection service. Web Notification service prowidan asynchronous way to

communication with the end users.
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Figure 9 SPS, WNS and SCS Services Architecture.
Figure 9 illustrates the architecture of relatiegveces. Once the end user make an

observation plan to the Planning Service, it cheitks feasibility of the plan and
submit the plan if it is feasible. The user will begistered in the Web Notification
Service during this process and the user id wilimeto SPS. SPS is responsible to
create the observation request according to ugkrsand get the O&M data from the
Sensor Collection Service. As soon as the O&M Hatbeen ready, SPS will send an
operation complete message to the WNS along wetusier id and task id, WNS will

notify the end user to collect the data via emadther protocols it supports.

4.3 Implementation

4.3.1 Sensor Collection Service

Sensor Collection Service is the most importanivali as complicated service to
implement. It is not only responsible for connegtito various resources to collect
their observation data, but also does it parsef@amaat those data into standard O&M
format. Our goal is to make the SCS quite flexialel easy to extend for different
sensor applications and heterogeneous resourcgsnthg choose to use in their
applications. There are four important componesoxy, Connector and Data
Handler and Data Formatter in the SCS implementat®evelopers can extend the

Connector, DataHandler and DataFormatter interfatesfulfill their specific
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application requirements. The following section lvdiscuss these components in

details.

4.3.1.1 Core Sensor Collection Service Components

As demonstrated by Figure 10, the SensorCollecton& interface defines the
basic operation getObservation that is the mosbitapt one that actually fetch the
observation data to the O&M format. The paramet@ssmg into getObservation

needs to conform to the XML Schema definition i][2

Figure 10 Sensor Collection Service Main Class Diagms.

Below is an example of this standard parameterurygthe sensor whose sensing

temperature is larger than 500.

<GetObservation xmIns="http://www.opengis.net/scs"
version="0.1" service="OGC Sensor Collection SezVic
ouputFormat="SWEObservation">
<BoundingBox />
<Query xmIns="http://www.opengis.net/wrs”
typeName="TinyDB Observation Example">
<PropertyName xmiIns="http://www.opengis.net/ogc">
SWEODbservation
</PropertyName>
<QueryConstraint>
<Filter xmIns="http://www.opengis.net/ogc">
<PropertylsGreaterThan>
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<PropertyName>temp</PropertyName>
<Literal>500</Literal>
</PropertylsGreaterThan>
</Filter>
</QueryConstraint>
</Query>
</GetObservation>

Currently, the implementation supports four kindscondition rules including less
than, larger than, equals and not equals. As get@ason is the key operation of
SCS, let us take a close look at the sequentigralia of getObservation showing in
Figure 11 and Figure 12 to better understand homoiks in both Client and Server

side.

Figure 11 getObservation operation sequential diagm: Client Side.
The client, who intends to get the observation $ome purpose, contacts the
SensorCollectionServiceStub, which is a stub objaonhing on client side to send
and receive SOAP messages to a SensorCollectian8Endpoint object which
simply delegate the call to SensorCollectionSeracdhe server side via HTTP. The
response of the client's request will be a SWEQks@&n instance that is a Java

Object that stands for the O&M XML data from server
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What happens inside server is far more complicatedpared with the call on client
side. Once receiving a request, SensorCollectiam&etranslates the request data
into a query that is generated by QueryGeneratar.ekample, the previous request
XML data will be translated to a query string lIKEELECT * FROM Sensors
WHERE temp>500". Then SensorCollectionService looksthe available proxy
according to timestamp client required by askingd&goryService that maintains a
table of available proxy instances, either RealRnogy or DBProxy.is returned to
the SensorCollectionService. As soon as the prexayailable, queries will be sent to
the Connector that has registered message listanerslata handlers to process the
incoming messages from the real source either sermodatabase. All the raw
observation data need to be formatted into theireduO&M format, which is done
by DataFormatter. Before sending the O&M data kacthe client, it will be pushed

into the repository for further queries.

Figure 12 getObservation operation sequential diagim: Server Side.

4.3.1.2 Connector Component
The most important component inside SCS is the €cton which provides the
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gateway to the heterogeneous resources. There afteusy implementations of
connector that each is responsible for connectin@ tspecific type of resource.
TinyDBConnector and SerialBasedSensorConnectotveseimplementations of the
connector showing in Figure 13.Both of them utilihe Java interface called MotelF

provided by TinyOS to listen to the serial server ‘sf@<host-ip>:<port-no>

created by SerialForwarder [35].

Figure 13 Connector Component Class Diagrams.
As soon as the messages coming from resourcegsiirivasynchronous way to the
listener, a specific data handler for differentdanof application processes each
message according to its requirement, and whemutingber of processed messages
reaches the predefined number about how many messegd to handle, the listener
will notify the connector to collect the result bgtting a dataReady tag. The listener

forwards the data to DataHandler to process ratfar dealing with the data itself.

4.3.1.3 Data Handler Component

DataHandler is the component that actually proceske data received from the
resources. Every connector needs to registerenéstand a data handler in order to
receive the data from resources and process treiifystrated in Figure 14. As every
application has its unique features of the dateaitts to provide, the developer needs
to implement their own concrete DataHandler claserder to process their specific

requirements of the messages. Two concrete implatiems of DataHandler have
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been provided which process the message colleftorg TinyDB and the Surge

application [35] respectively.

Figure 14 Data Handler Components Class Diagrams.

4.3.1.4 Data Format Component

Figure 15 Data Formatter Component Class Diagrams.
As the SCS client needs the standard O&M data fomogajust the raw observation
data, it is essential to convert the raw obsermatiata into the O&M data. The
DataFormatter component demonstrated in Figureslthe key to this issue. It is
quite understandable that each sensor applicabacentrates on different kinds of

information; therefore, there are various impleragohs of DataFormatter to match
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each specific application and define its own ditdiy and measurement for the
targeting data. MicasbTinyDBObservationFormattedt SargeDataFormatter are two
of those DataFormatters, which deal with the TinyRBplication and Surge

application [35] respectively.

4.3.1.5 Configuration

The Sensor Collection Service is designed to balyigdaptable and plugable, and
different service providers of the SCS may reqgbhaeing their own configurations. A

configuration file named application.propertiesaigilable to accomplish this task
along with a class called ObjectFactory who caaterebject and get attributes from
the configuration file. Instances of Proxy, ConoecDataHandler and DataFormatter
are created via calling ObjectFactory’s createQbjeethod, which looks up the

concrete class name defined in the configuratien Application specific settings can

also be provided in the configuration file. Belosr an example configuration file

residing in the host machine running TinyDB appimain TOSSIM [36] simulation

environment. All supported configuration keys aedéirted in GlobalConstant.java.

#new setting for query generator

org.sensorweb.core.generator.QueryGenerator=
org.sensorweb.core.scs.SensorSQLGenerator

#class for sensor proxy for tinydb applications

org.sensorweb.core.sensor.Proxy=
org.sensorweb.core.scs.DBProxy

#class for db connector

org.sensorweb.core.db.Connector=
org.sensorweb.core.scs.tinyos.tinydb. TinyDBConnecto

#class for data formatter of tinydb application

org.sensorweb.core.DataFormatter=
org.sensorweb.core.scs.tinyos.tinydb.Micasb TinyDB&wationFormatter

#mote settings for simulation communication coniogct
serial.comm-string=tossim-serial

#default group-id for tinydb application

serial.group-id=125

#tinydb setting
tinydb.catalog=D:/jakarta-tomcat-5.0/webapps/Senai/WEB-INF/catalog.xml
#application settings

record.number=5
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4.3.2 Sensor Planning Service

The Sensor Planning Service implementation cuientlly supports two standard
methods of the OGC SPS specification, they gat-easibilityand submitRequest.
Both of them accept a request collection that fndd to take a simple planning for
monitoring different range of temperature. The SRHE be the service that

communicates directly with the SensorWeb Clients wiants to collect some data.

The GetFeasibility method will check the cliengxjuest according to the rule defined
to support the valid range of temperature to maonifothe request is feasible, the
GetFeasibility method will then send request to\MiS to register the user in order
to receive any notification. The response of theFeasibility method will be a
Boolean value to indicate whether the request asibde and a user id. Once the
request is feasible, the client can then submit tteguest form to SPS by invoking
the submitRequest method defined in SPS. This rdetteals with the request and
generates the query, which is conformed to the §€&Observation input parameter
schema, according to the request, and then askSGBeto get the o&m information.
If the getObservation succeeds, SPS will notify WRBERATION_ COMPLETE,
otherwise an OPERATION_FAILED notification will bsent. The response of the
submitRequest will be a task id for clients to et observation data. Asynchronous
communication has been used in SPS, once the usenitsthe request, it will
immediately get the response task id and clientsbei notified by the WNS if the

data is ready to collect.

As Figure 16 shows, the SPS will ask the usersllita request form with required
information related to user as well as their pMfe implement a very simple plan
scenario that allows the users to adjust the teatper they want to monitor., the
users need to specify the operator as well as déise kemperature in the plan along
with their names and contact details in order tenree the notification. Once users
click the submit button, the request will be preezkat the backend and users will the
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notification as soon as the request has been done.

Figure 16 Simple Temperature Planning Request Form.

4.3.3 Web Notification Service

The WNS implementation supports two basic methbds tlefined in OGC WNS

specification, which areegisterUseranddoNotification.Also in order to manager the
user account, a JDBC-based UserAccountManagerdesimplemented to maintain
the user account. Besides, a CommunicationPrototaface has also been provided
to support various protocol defined in WNS. Curlgninly email protocol has been

implemented that can be used to notify clientsrgiés.

The registerUser method accepts the name and taitde client, and save them in
the database through the JDBCUserAccountManagetts®r method. It also request
the IDGenerator to generate a Biginteger valuehasuser id. And this id will be
returned to client. The doNotification method preEehe incoming message that
contains the user id and it find the contact detaflthe user according to the id and
then set the proper communication protocol for dhient. And it will send the
message to the user through the specific protécaur case, the protocol is to send
message by email. And the email will tell the di¢he URL to collect the data
according to a key composed by user id and taskhid.WNS is mainly called by the
SPS and won't accept request directly from the @set. It just sends notifications to

the client if the SPS asking it to do it by invogidoNotification method, such as the
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way the submitRequest method does. Figure 17 ddmates the notification email

received by the users to indicate the informati@ytneed to get the observation data.

Figure 17 Natification Email to tell user to collet data.
Once the user clicks the URL, the observation dallabe parsed and showed by a
DataCollector servlet, as Figure 18 shows. Alscemrsion can be easily made by
implementing the DataCollector interface to alloettong the raw XML data for

further processing.

Figure 18 Observation Data demonstrated by the Datollector servlet.

4.3.4 Sensor Repository Service

Repository of sensor observation data as well assgénformation is quite important
for other services like collection service that nmagnipulate data over the repository
as well as querying it. Just like other servicemsdr Repository Service is deployed
as a web service that can be accessed via SOAPagesssThe primary idea to

implement the repository as web services is tryimgnake the sensor repository
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globally accessible that better supports otheriseswto access it.

There are two important sets of operations thaa#iosved in the Sensor Repository
Service including data manipulation and data qugmgrations. Currently, the service
only support save and query operations, which catewhe O&M data into the

repository and get the O&M data according to thergyassing to the operation. JDO
and JPOX 1.0 as its reference implementation haen mdopted to implement the
operation, which has created 72 tables requiredstioning all O&M data. To make

those objects accessible to JDO runtime, as shdayegigure 19, a metadata file is
required for each object to describe the mappintyvéen the object fields and

database fields, and each class needs to be ewnhayndee JDO runtime.

Figure 19 An example of metadata file.
As the SOAP messages are O&M XML data, they cabeadirectly stored into the
repository, it is necessary to decode the O&M dataenhanced java objects that are
able to make persistence by JDO and vice verse¢héianore, the queries passed to
the query operation are XML data that follows tlzene schema as the parameter
passed to the getObservation operation of CollecBervice. A JIDOQueryGenerator
class has been provided to support the translatween the query parameter to the
JDOQL, which can be used to query objects by JDithaigh, O&M data can be
stored and queried via the Sensor Repository Seriticurrently does not support the
manipulation of SensorML data that means that tkeoglery and registry of sensors
are not available.
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Chapter 5 Evaluation

5.1 Test Platform

The test platform for the prototype system is bufion TOSSIM [36] and Crossbow’s
MOTE-KIT4x0 MICA2 Basic Kit [37] that consists of Blica2 Radio board, 2

MTS300 Sensor Boards, a MIB510 programming andakerierface board. Figure
20 demonstrates the deployment diagram of theeesyistem. The Sensor Collection
Service has been deployed on Apache Tomcat 5.omlifferent machines that run
TinyDB application under TOSSIM and Temperature Nwimg Application under

Crossbow’s motes respectively. Meanwhile, a SerRegistry Service is also
configured on a separate machine that providesfuthetionality to access sensor

repository.

Figure 20 Deployment Diagram of Prototype system.
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TOSSIM [36] is a discrete event simulator that camulate thousands of motes
running complete sensor applications and allow dewiange of experimentation.
Moreover, a GUI called TinyViz providing detailedswualization and actuation of a
running simulation has been developed in order ltowadevelopers to easily
transition between running an application on mated in simulation. To make use of
TOSSIM, theserial.comm-stringproperty in the configuration file needs to be a®t
tossim-serialin order to tell the connector to creating the #btlistening the server

on sf@tossim-serial.

5.2 Temperature Monitoring Application

A simple temperature monitoring application is atlveloped in order to test the
SCS. The application is programmed using NesC §8i] the logic is really simple,
which just simply broadcasts the sensing tempezalight and node address to the
sensor network over a fixed period of time. Themerapplication does not consider
any multi-hop routing and energy saving mechanisrare complicated application
has also planned to use such as Surge applic&esare installing the application to
the Crossbow’s mote, the functionality can be vedifvia the TOSSIM simulator.

Figure 21 simply illustrates the application rurgiin TOSSIM.

Figure 21 Simulation of Temperature Monitoring Application.
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The code snippet below illustrates the core pathefapplication.
event result_t Timer.fired()

{
call Temperature.getData();
return SUCCESS;
}
task void sendTask() {
atomic {
pack.address = TOS_LOCAL_ADDRESS;
*((struct TempMsg*)msg.data) = pack;

}
if (call SendMsg.send(TOS_BCAST_ADDR, sizeat(st TempMsg),&msQ))

{
call Leds.yellowToggle();

}
}
async event result_t Temperature.dataReady(uinth&Data) {
atomic {
pack.temperature = thisData;
}

call Light.getData();
return SUCCESS;

}
async event result_t Light.dataReady(uint16 sDhaia) {

atomic {
pack.light = thisData;

}
post sendTask();

return SUCCESS;

Figure 22 — Network Topology of the Temperature Apfication
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Once the application has been successfully install@o each mote via the
programming board, a wireless sensor network has bailt with two nodes, and one
base station connecting to the host machine via gbeal cable. Figure 22
demonstrates the topology of the temperature agit. Besides installing the
application itself, the SerialForwarder progranoaigeds to run on the host machine
in order to forward the data from the sensor nekwéo the server. The
serial.comm-stringn the configuration file must be set to the sarakeie as the server

name of SerialForwarder as depicted by Figure 23.

Figure 23 SerialForwarder Program GUI.

5.3 Empirical Result

5.3.1 Client side

Both the TinyDB under TOSSIM and Temperature Mamiig Application have been
tested using the same test client. The resultifoyDB application is demonstrated in

Figure 24 and Figure 25.
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Figure 24 Test Result for TinyDB application underTOSSIM.

Figure 25 Output Information under Tomcat 5.0 Serve

5.3.2 Performance

Performance test has been concentrated on the &C8plays the critical role and
most heavily load service in the entire system. pldormance measured by second

for both auto-sending and query-based applicatioming on top of TinyOS are
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demonstrated by Figure 26 and 27.

Om0O

Figure 26 Performance for collecting auto-sending ata.
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Figure 27 Performance for collecting TinyDB query @ta.

As can be seen from Figure 26, the result for th®-aending mode application is
quite moderate when the number of clients who rsigthee observation simultaneity
is quite small. Even the number of clients reach@3, the response time for small
number of records is also acceptable. In contthstresult showed in Figure 27 is
fairly unacceptable even just one client requesting observation takes 34 second.
The response time increases near linearly whenuh®er of clients and the number
of records go up. The reason why the query-basguroaph has very pool
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performance is due to the execution mechanism yOB. A lot of time has been
spent on initializing each motes and the applicatan only execute one query at one
time, which means another query needs to wait gotitent query has been stopped
or terminated. A solution to this problem may reguhe TinyDB application run a
generic query for all clients, and the more spediiiery can be executed in-memory

according to the observation data collecting froegeneric query.

There are several possible ways to enhance therpehce of the Sensor Collection
Service. Cache mechanism may be one of the possipi®ach, the recent collected
observation data can be cached in the proxy favengoeriod of time and the clients
who request the same set of observation data caedokthe observation data from
the cache. However, as the data should be remameghl time as possible, it is quite
hard to determine the period of time for the catihdve valid. It may be decided
according to the dynamic feature of the informatiba application is targeting. For
example, the temperature for a specific area magmange dynamically by minutes
or by hours. Consequently, the period of time sgtfor the cache can differ from
sensor application itself based on the informatiba sensor targeting. Another
enhancement of query performance may be achievedutbiging the query
mechanism such as XQuery of the XML data directheothan asking the real sensor

itself executing the query like TinyDB application.
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Chapter 6 Conclusion and Future Work

In this thesis, we have surveyed the related waisut the sensor applications,
sensor middleware, sensor grid integration as waellsensor web to show the
importance of those work and the challenges it toasace with. Then, we have
discussed the proposed Open Sensor Web Archite@8@/A) that aims at providing
an integration platform to discover, access hetamegus sensor networks and then
process the information collected from those resesiraccompanying with Grid
Technology. Moreover, a service-oriented prototgieSensor Collection Service,
Sensor Planning Service, Web Notification Serviod &ensor Repository Service,
have been designed and implemented targeting tisosapplications running on top

of TinyOS.

However, we are still in the earlier stage of hgvine entire OSWA implemented and
even those services that we have implemented area rolly functioned. Sensor
Collection Service is the key component of there@SWA, which affects the whole
performance and reliability of the system. A lot fsues remain to future
investigation focusing on aspects of reliabilityerfjormance optimization and
scalability. There are a couple of efforts that meeded to make to enhance the SCS
and other services in the following stage.
The query mechanism for the Sensor Collection Serwill be enhanced to
support in-memory XML document query. XPath and X€utechnologies are
planning to be adopted, as they are the standaydtevguery XML document.
The outcome of this enhancement is expected toowepthe performance by
moving the heavy workload of queries from sensdawaoek itself to the host
machine.

Caching mechanism may be implemented and placedtlwt Proxy to further
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enhance the performance and scalability.

Publish/Subscribe messaging mechanism needs tocheléd as the alternative
communication model coexistence with the synchrerapproach in the SCS.
Other methods that described in the specificatmSWE services but are not
available currently need to be implemented.

Other notification protocols needs to be builtttoe WNS in the future.

Sensor Registry via SensorML needs to be develapeatder to support the

worldwide sensor registry and discovery.
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